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Motivation



Labels: DNA 
samples from 
various 
environments



Features: Samples each have 16k protein counts



Data



Exploratory Data Analysis

Data Source:

● Joint Genome Institute Online Database
○ https://gold.jgi.doe.gov/index

Data Features and Labels

● Features: Protein Family Ids (Pfam): Known protein sequences
● Labels: Environments

○ EMPO1
○ EMPO2
○ EMPO3
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Exploratory Data Analysis

Data Shape
16306 Pfam

1785



Exploratory data analysis

Training-Test Data Split

● 70/30 Split Training - Test
● 80/20 Split Training - Validation
● Label Distribution In Training Dataset



Truncated 
Singular Value Decomposition (SVD)



Approach



● Trained Models
○ Decision Tree (Baseline)
○ XGBoost 
○ Neural Networks

● Metric of Interest
○ Weighted F1 Score

Modeling Process Overview



def train_and_evaluate {...}

def objective(trial):
  learning_rate = trial.suggest_float('learning_rate', 0.0001, 0.01)
  layer_size = trial.suggest_int('layer_size', 20, 1024)
  dropout = trial.suggest_float('dropout', 0, 0.1)
  F1 = train_and_evaluate(learning_rate, layer_size, dropout)
  return F1

study = optuna.create_study(
  direction="maximize",
  sampler=optuna.samplers.TPESampler(),
  pruner=optuna.pruners.MedianPruner(
    n_warmup_steps=20)
)
study.optimize(objective, n_trials=100)
print(study.best_params)

Hyperparameter tuning



XGBoost

1. Baseline model is very similar but Optuna helped to fine-tune the parameters.
2. Curves are ideal with some overfitting to ensure model complexity is maximized.
3. Pros of XGB: fast setup and training, simple model, high evaluation metrics.
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Feedforward 
Neural Network

Optuna hyperparameters for 2 hidden layers:



Model Evaluation



Overall performance across models on test set

Decision Tree XGBoost Neural 
Network 

F1 
weighted avg 0.8569 0.9308 0.9230

Pros Simple & fast
Simple & fast, 

performs better 
than DT

Complex, 
opportunity for 

better 
explainability



Test Set Confusion Matrix

XGBoost

      Very few samples

      Very few samples

       Very few samples

      Not in test set

    Not in test set

Metrics can be skewed by
lack of training samples in a label for the training data 
& no missing labels in the test set. More data is needed.

Neural Net



Classification Report: F1-Score
XGB and NN performed similarly well across 
labels, but did not attempt to predict small 
classes like Decision Tree.

XGBoost NNDecision Tree



Explainability



SHAP values - Water (saline) 
from XGBoost Model

PF13469 Sulfotransferase

Functional activity: Transfers Sulphur to 
protein or glycopeptide
Purpose: Unknown

https://pfam.xfam.org/family/PF13469#tabview=tab7


SHAP values - Subsurface (non-saline)
Decision Tree XGBoost

 

 ?PF11666 is a protein 
of unknown function

Structure predicted by 
DeepMind’s AlphaFold

https://pfam.xfam.org/family/PF11666#tabview=tab7
https://alphafold.ebi.ac.uk/entry/J5BQT0


SHAP consistent with our knowledge

Animal proximal gut examples:
● PF00923 : Transaldolase (carbohydrate 

metabolism)
● PF02416, PF00902 : Twin-arginine 

translocation pathway (cellulase export)

This supports the idea that SHAP values are 
useful for identifying proteins of interest.

Other proteins whose function is not clear 
warrant further consideration.



Conclusions

Key Results: Biological Significance

● XGB SHAP values indicate which proteins have +/- association with particular environments
○ SHAP did not work out-of-the-box on the NN due to the large number of parameters (required >32GB RAM)

● Automatic classification labels can be added to many thousands of samples that do not have 
EMPO labels

Learnings

● Train-Test splits and stratified sampling significantly impacts model performance for high 
dimensional, small sample datasets.

Future work

● Must collect more data on classes with fewer samples to address class imbalance
● Figure out how to run SHAP in parallel in the cloud for NN model (promises to annotate more 

proteins than tree-based models)



Thank you!

Contributions:

Sophie: XGBoost,
Label encoding,
Model evaluation

Edward: Data collection,
Neural Network (EMPO labels),
Optuna

Delaney: Repo organization, F1 metric,
Decision Tree, Dim. reduction,
Hyperparameter tuning, SHAP, 
`Main` notebook

Haibi: Exploratory data analysis,
Data preprocessing,
Neural network (GOLD labels)



Appendix



Decision Tree Test Set Confusion Matrix

XGB outperforms DT with less incorrect 
predictions, but only a small difference 
(1 to 3 samples).


